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This report aims to examine the evolving partnership of 
the US and Japan in cybersecurity amid the unprecedented 
shifts in the geopolitical environment and the current wave 
of technological disruptions. Building on the Pacific Forum’s 
previous workshop, “US-Japan Cyber Cooperation: Beyond the 
Tokyo 2020 Olympics” in 2021, the report addresses the practical 
dimensions of operationalizing cyber cooperation between Tokyo 
and Washington DC in three thematic areas: cyber defense, 
capacity-building, and critical technology. 

To obtain cross-cutting perspectives and produce sound 
and actionable policy insights, the Pacific Forum’s Cybersecurity 
and Critical Technologies program, in partnership with the US 
Embassy in Tokyo, organized the US-Japan Cyber Forum 2023 in 
Honolulu, Hawaii that convened key experts and representatives 
from government, industry, and academia. The closed-door event 
tackled the following policy challenges: first, identifying the 
opportunities and challenges of Japan’s adoption of active cyber 
defense and the US cyber strategy of Persistent Engagement; 
second, establishing trust between the government and the private 
sector on information-sharing; third, assessing the overlaps and 
complementarity between the US and Japan in cyber capacity-
building to maximize resources that can deliver maximum impact; 
and finally, adapting to the changing tech landscape in large part 
due to generative artificial intelligence (AI).

Executive Summary
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Below are the key recommendations that emerged from the 
workshop.

Cyber Defense and Resilience
 

Build converging approaches between Persistent Engagement 
and active cyber defense to advance collective cyber defense 
and resilience. Scale up American and Japanese efforts for agile 
collaboration and continuous pressure against adversarial cyber 
and cyber-enabled campaigns below the level of armed conflict. 

Review and improve existing cyber capacity-building courses 
to ensure they are fit for the current cyber threat environment. 
Reduce frictions that harm intelligence-sharing such as sanitizing 
intelligence to improve intel classification. 

Establish a common understanding and approach to 
addressing cyber threats based on a clear strategy and well-
defined set of objectives tailored to mutual interests and 
availability of resources under specific conditions among states 
and non-state actors. 

Improve existing cyber threat intelligence-sharing between 
the US and Japan through the creation of interoperable security 
clearance to process contextual, confidential, and sensitive 
information that cannot be declassified or sanitized. 

Enhance US-Japan law enforcement cooperation on 
ransomware to hold malicious actors accountable and disrupt 
operations. Improve sharing of actionable intelligence to help 
ensure business continuity and minimize domino effects in the 
commercial sector.
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Cyber capacity 

Establish a US-Japan cyber capacity-building point of 
contact to improve coordination. Draw personnel from the US 
Cybersecurity and Infrastructure Security Agency (CISA) and 
Japan’s National center of Incident Readiness and Strategy for 
Cybersecurity to ease bureaucratic stove piping and improve the 
clarity of engagements.

Leverage the US and Japan’s comparative advantages in 
supporting digital infrastructure development combined with 
the promotion of international technical standards to improve 
interoperability among emerging economies in Southeast Asia and 
the Pacific.

Institutionalize the US-Southeast Asia cyber capacity-
building cooperation through the ASEAN-US Cyber Dialogue 
and the ASEAN-US Summit. Recalibrate US cyber diplomatic 
engagements that fit the operational logic of Persistent 
Engagement and conduct of Hunt Forward Operations.

Generative AI

Expand the current focus of the US-Japan bilateral 
cooperation on generative AI beyond security per se and consider 
its wider implications from economic to social aspects. 

Urgently lead policy and technical efforts to streamline 
responsible AI practices across the generative AI development 
lifecycle among different sectors and players.

Continue to emphasize policy coherence and regulatory 
interoperability in laying the groundwork for a global governance 
approach to AI, building on the Hiroshima AI process. Relatedly, 
utilize UNESCO and OECD foundational frameworks as cross-
references to provide useful insights.
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 Utilize reinforcement learning to apply and scale up 
autonomous cyber defenses that can be applied in cyber training 
environments as supplementary to existing cyber table-top 
exercises or simulations.

 Strive for a pragmatic and balanced approach in reaping 
the rewards of generative AI for defense while still being mindful 
of its inherent risks and vulnerabilities.
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After years of repeated requests to step up its cyber defense, 
Japan has heeded the call. Tokyo’s introduction of active cyber 
defense has received overwhelming attention following the release 
of the revised National Security Strategy (NSS) alongside the 
National Defense Strategy and the Defense Build-up Program 
in December 2022. As Tokyo adopts a pre-emptive stance on its 
cyber defense, the implications demand further interrogation. 

Over the past decade, Japan has faced an existential dilemma 
over how to best confront the growing cyber threats emanating 
from state-sponsored hacking groups based in China, Russia, 
and North Korea. With its lagging capabilities, the Japanese 
government has faced intense scrutiny over cyber-attacks that 
often led to public outcry. Tied to the limitations imposed by 
its pacificist constitution, Japan has wrestled with the challenge 
of advancing a sophisticated cyber strategy fit for the changing 
strategic environment. 

China has been a major factor in shaping Japan’s strategic 
calculus; however, Russia’s unprovoked invasion of Ukraine 
fast-tracked the NSS’ revision process. Through its reorientation 
towards active cyber defense, the Japanese Self-Defense Force can 
eliminate the possibility of serious cyberattacks in advance that 
may cause national security issues. Even if the cyberattack is not 

Introduction
Mark Bryan Manantan
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considered as an armed attack, the JSDF must prevent the spread of 
possible damages. Japan’s active cyber defense will demand greater 
public-private partnerships on information-sharing and incident 
response, particularly to protect critical infrastructure. There is 
also an increasing recognition of the need to update Japan’s cyber 
posture against information warfare. 

As the NSS seeks to upgrade JSDF’s cyber defenses to be on 
par with its Western counterparts, the goal is for Japan to become 
well-positioned in monitoring and attributing cyberattacks and 
launching countermeasures. Japan’s move toward active cyber 
defense points to a stronger trajectory of US-Japan cybersecurity 
cooperation. The upgrade is indeed vital to bolster the US-Japan’s 
alliance's capacity to adapt and operate in the multidomain 
environment. 

Coping with the drastic changes in the cyber threat 
environment in large part due to the Ukraine war and strategic 
competition with China, the US government also released two 
important documents: the Department of Defense’s 2023 Cyber 
Strategy and the Biden administration’s National Cybersecurity 
Strategy. Reaffirming the concepts of Defending Forward and 
Persistent Engagement—aiming to disrupt and degrade malicious 
actors—the US 2023 Cyber Strategy emphasizes “campaigning” 
that requires a rapid and continuous operational tempo that is 
still premised on speed, agility, and actions. While the strategy 
underscores building the cyber capacity and capability of allies 
and partners like Japan, little information exists on how that will 
intersect with US cyber diplomatic engagements.

Under the National Cybersecurity Strategy, the Biden 
administration shifted the onus of ensuring the cybersecurity 
protection of critical infrastructure from individuals, organizations, 
and local governments mainly towards the private sector. Reflecting 
on cyber incidents like the Colonial Pipeline attack, the Biden 
administration is moving away from self-regulation to mandatory 
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imposition of cybersecurity rules. This means that the industry 
is required to invest more into cybersecurity to prioritize both 
economic and national security interests.

But like all major strategy and policy pronouncements, 
successful implementation is the true marker of success. 
Operationalizing concepts like active cyber defense and 
campaigning or subscribing to national cyber strategy regulatory 
guidelines requires the mobilization of adequate government 
resources and the provision of incentive mechanisms. Success will 
necessitate effective collaboration built on trusted networks and 
nodes comprising key stakeholders from government, industry, 
academia, and civil society. At the very core of public-private 
partnership, trust between the government and the private sector 
remains the fundamental ingredient to guarantee cooperation and 
compliance.

Recognizing that cybersecurity is a cross-cutting issue, it 
is critical to assess how the recent developments in the US and 
Japan’s cyber policies and strategies intersect with their respective 
cyber diplomatic engagements. Questions also loom surrounding 
the disruptive effects of generative AI, especially on information 
warfare given the heightened geopolitical competition with China 
and Russia. 

Going beyond providing key updates on US-Japan cyber 
cooperation, this report intends to inform the current cyber and 
tech policy debates within and beyond the US-Japan alliance. The 
fundamental goal is to dive deeper into the operational merits of 
recent developments in the US and Japan concerning cyber and 
critical technologies. The insights generated from this report will 
provide a deeper understanding to address the myriad of practical 
issues that complicate the US-Japan cybersecurity cooperation 
and identify the implications for the broader Indo-Pacific region.

 



14 •

The US-Japan Cyber Forum

Building on the successful outcomes of the US-Japan Cyber 
Cooperation: Beyond the Tokyo 2020 Olympics workshop, the 
Pacific Forum has organized the US-Japan Cyber Forum 2023 
in Honolulu, Hawaii, held with support from the US Embassy 
in Tokyo. Oriented around three thematic areas–cyber defense, 
cyber diplomacy, and critical technology–the closed-door event 
brought together experts and practitioners to take stock of the 
sweeping changes in the US and Japan’s cyber strategies and 
policies amid China’s increasing technological influence, fraying 
regional security, and the disruptive effects of generative AI. 
Adopting a multi-stakeholder approach, the strategic workshop 
was guided by the following objectives:

Unpack conceptual and often nebulous concepts like active 
cyber defense and Persistent Engagement and what they mean in 
practical or concrete terms. 

Identify the overlaps and complementarity in capacity-
building initiatives to maximize resource allocation and sustain 
policy attention. 

Obtain in-depth perspectives from the private sector to 
secure initial buy-in, and hopefully, cement trust to ensure open, 
transparent, and productive collaboration. 

Assess the opportunities and challenges of generative AI in 
the context of US-Japan cybersecurity cooperation.

Key findings of the workshop are outlined in the succeeding 
pages, accompanied by five policy briefs that further dissect the 
critical issues in cybersecurity and generative AI that emerged 
from the workshop.  Each policy brief provides actionable policy 
recommendations for consideration by policymakers.
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Setting the stage, Dr. Emily Goldman dove deeper into the 
conceptual and practical approaches of the US cyber strategy 
of Persistent Engagement. She demystifies what Persistent 
Engagement is and what it is not and assesses its potential 
convergence with Japan’s active cyber defense to advance 
collective resilience through persistence. However, to achieve 
operational alignment, Dr. Goldman recommends bolstering 
capacity-building.

Mihoko Matsubara builds on Dr. Goldman’s call for collective 
resilience. She puts forward practical and growing niche areas 
of cybersecurity collaboration such as ransomware, critical 
infrastructure protection, and cyber threat intelligence.  Drawing 
key lessons from the Ukraine war, Ms. Matsubara emphasizes 
the importance of improving interoperability in cyber threat 
intelligence in the event of any cross-strait contingency. She also 
explores the benefits of interoperable security clearance between 
Japan and the US to further improve information-sharing.

Fusing cyber diplomacy and cyber defense, Benjamin Bartlett, 
Ph.D., injects new perspectives to revitalize US cyber diplomatic 
engagements that are akin to the new strategy of Persistent 
Engagement. As the US continues to refine its cyber diplomatic 
toolkit, Dr. Bartlett encourages US policymakers to consult and 
coordinate with Japan due to the latter’s more institutionalized 
cyber capacity engagements in the region. Undertaking such an 
approach will assist the US and Japan in investing resources more 
wisely and cultivating a complementary approach to capacity-
building.

Andrew Lohn cautions experts and policymakers on the 
overstatement and/or misplacement of risks linked to the current 
boom of generative AI (Gen AI) in cybersecurity. What follows 
is an elaborate discussion of large language models’ cyber effects 
that include disinformation, malware generation, and hacking. 
Certainly, AI will amplify the scale and scope of cyber threats, 
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but AI will also boost cyber defense and resiliency. He suggests 
reinforcement learning as a technical approach to fortify US-
Japan cyber defenses.

Analyzing the regulatory dimension of Gen AI, Mina 
Takazawa underscores the urgency to develop AI guardrails. 
As regulations continue to play catch-up with the rapid 
changes brought by innovation, the US and Japan must lead 
the application of AI best practices throughout the Gen AI 
development life cycle. To steer regional and multilateral 
discussions, Ms. Takazawa urges the US and Japan to complement 
existing efforts on AI governance in multilateral settings.

Ideally, the workshop’s key findings and policy briefs provide 
useful insights to pave the way for practical collaboration. 
Although the bilateral relationship continues to endure, Tokyo 
and Washington are at a crossroads. Japanese and American 
policymakers are encouraged to reimagine what the alliance 
should look like in the current era of geopolitical competition and 
growing influence of global Information and Communications 
Technology (ICT) companies.

As the US and Japan face mounting pressure to deliver 
on their promises of achieving a Free and Open Indo-Pacific, 
their engagements should be coordinated in a strategic fashion 
to maximize finite resources and utilize their comparative 
advantages. Certainly, the US can reflect and learn from Japan’s 
sustained engagement in the Indo-Pacific, specifically in 
Southeast Asia. Considered as the region’s most-trusted partner, 
Japan is well-positioned to buffer against China’s growing 
influence and assertiveness. Japan’s subtle diplomacy combined 
with consistent economic investments, and capacity-building 
intiiatives in Southeast Asia should inspire the US’ calibrated 
response to reinvigorate its image as the region’s security and 
economic partner of choice.
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Despite progress made in the past, now is the moment for 
Tokyo and Washington D.C., to break free from decades-long 
path dependence that may have resulted in bureaucratic inertia. 
Operationalizing resilience at the heart of cyber cooperation 
requires a comprehensive and balanced approach to cyber defense, 
cyber diplomacy, and the development of critical technologies. 
This will enhance and improve coordination and  adaptation to 
possible systemic risks caused by geostrategic and technological 
factors. Conversely, policymakers must continously evaluate and 
adjust their engagements for trust and partnership-building among 
key stakeholders in the public and the private sector. As the US 
and Japan continue to recalibrate their approaches to cybersecurity 
cooperation, the policy recommendations provided in this report 
should turbocharge a more resilient US-Japan alliance based on 
clear objectives that realize concrete outcomes.
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Operationalizing Active Cyber Defense and
Persistent Engagement

Operationalizing active cyber defense or Persistent 
Engagement will require robust information-sharing, particularly 
in understanding the capabilities of adversaries in exploiting 
vulnerabilities and/or launching cyberattacks. But to gain a 
comprehensive picture of the threat landscape, the private sector 
buy-in is a given, not an option. Given its global access to data, the 
private sector is invaluable to threat detection and intelligence-
sharing.

Defending forward entails actions to disrupt, preclude, or 
constrain the adversary. Its underlying logic is that if one is still 
defending within the perimeter, that already equates to strategic 
loss. Over time, the cumulative effects of strategic losses in 
cyberspace can be as impactful as loss in conventional kinetic 
warfare. Therefore, in additon to incident response after an attack, 
proactively exposing and contesting adversaries’ actions must be 
part of a holistic approach to securing in and through cyberspace.

Legal questions relating to the extent and scope of Persistent 
Engagement remain especially from the viewpoint of the private 
sector. From the US government’s perspective, cyberattacks 
should no longer be viewed as incident-specific but as a 

Key Findings
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continuous pattern of malicious activities that incur cumulative 
damages in the long run. If there is a clear case that demonstrates 
present harm and danger, the government must always move in 
accordance with international law.

Similarly, Japan’s active cyber defense has yet to circumvent 
important legal hurdles from its pacifist constitution that grants 
protection to the secrecy and privacy to communications. It is also 
expected that any remit to integrate offensive cyber capabilities in 
JSDF’s toolkit will face political, legal, and normative challenges 
to becoming operational.

Fundamentally, the prevailing lack of consensus on 
sovereignty in the cyber domain continues to be a fundamental 
challenge among US allies and partners, which, consequently, 
impacts the operational parameters of cybersecurity cooperation. 
For instance, without a clear and consistent declaratory policy on 
sovereignty, conducting joint-cyber missions like threat hunting 
or threat intelligence information-sharing will remain limited. 

While foundational challenges relating to sovereignty and 
international law persist, the US and Japan still have opportunities 
to improve cyber cooperation in practical areas. Understanding 
the organizational culture, methodologies, resource constraints, 
and risk factors between the public and the private sector players 
is a critical starting point. Establishing a baseline to achieve closer 
alignment will help reinforce trust and operational efficiency 
among allies and partners and reduce friction. 

With the increasing shift towards multidomain operations, 
baselining will be very important to identify the add-on value of 
cyber capabilities. The alignment will facilitate threat information 
sharing and threat hunting in real-time, especially in the event of 
a high-impact conflict in the Korean peninsula, the East or South 
China Seas, and/or Taiwan.
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Achieving Synergy in International Cyber Diplomacy 
Engagements

The US track record in cyber diplomacy is pixelated. This 
is highly evident with Washington’s engagement in Southeast 
Asia and, to some extent, the Pacific Island countries. After two 
decades of preoccupation in the Middle East due to the War on 
Terror, the US has renewed its attention toward Southeast Asia, 
driven in large part by China’s growing influence within the 
region. Although the US cyber capacity-building has begun to 
gain momentum, it still lacks formal institutionalization. The US 
lack of trust among allies outside the Five Eyes also hamstrings its 
cyber cooperation, especially on information-sharing.

Compared to the US, Japan has more sustained if not elevated 
cyber capacity engagements in Southeast Asia with regards to 
cyber capacity-building. In celebration of Japan-ASEAN’s 50th 
anniversary in 2023, joint cyber-capacity building remains a top 
priority. Japan’s approach to China resonates among countries 
in Southeast Asia. Instead of just frontloading a very hardline 
anti-China sentiment, it has utilized its limited resources to gain 
Southeast Asia’s trust and confidence through the provision of 
public goods, investments, and capacity-building. 

Providing feasible alternatives to Chinese technologies in 
critical areas like fifth-generation wireless technology or 5G 
continues to remain a key challenge for the US and Japan in 
Southeast Asia. In addition to infrastructural development, the 
increasing presence of Huawei, Alibaba, Tencent, etc. is also 
facilitating capacity-building knowledge and tech transfer in the 
region. 

To compete, the US and Japan have been advocating for an 
Open Radio Access Network. Also worth noting is the expansion 
of Starlink as a viable choice for Southeast Asia to augment the 
region’s digital connectivity gaps and reduce its reliance on China.  
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With Japan’s reputation as a trusted partner in the region, it 

would be strategic for Tokyo to take the lead while Washington 
provides complementary support. 

Japan is well-positioned to persuade Southeast Asia on the 
strategic imperatives of cybersecurity. Here, the US and Japan 
can build on existing cyber capacity-building initiatives to tackle 
emerging policy issues in ASEAN like supply chain resilience, data 
flow, and digital infrastructure like cloud and undersea cables.

Partnerships among close and like-minded allies like South 
Korea and NATO could also help the provision of digital public 
goods and cyber capacity-building. The renewal of Japan-South 
Korea relations offers optimism for greater information-sharing. 
Relatedly, regional diplomatic platforms like the QUAD continue 
to support the application of international technical standards and 
cybersecurity risk-management frameworks.

As American and Japanese policymakers intend to expand 
the scope and breadth of their cyber diplomatic engagements, 
prioritization will be key. This will involve greater consultation 
to avoid duplication of efforts, resulting in careful planning, 
improved allocation of finite resources, and consistent policy 
attention.

Expectations of private sector involvement in cyber 
capacity should be carefully managed. Major Information and 
Communications Technology firms that have a global presence 
like Microsoft may be willing to building capacity and promoting 
norms. However, small and medium enterprises may be less 
interested due to perceived costs. Providing incentives to improve 
capacity will help narrow the gap. As part of their corporate 
social responsibility, large corporations can opt to assist small and 
medium-sized businesses in establishing cybersecurity guidelines.
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Prioritization will also involve putting in place adequate 
resources in anticipation of future crises. Lessons learned from 
Russia’s invasion of Ukraine showed that pursuing proactive 
rather than reactive measures carry immense benefits in the 
event of full-blown cyber warfare. Adopting such an anticipatory 
approach allowed Ukrainians to harden cyber defenses and fortify 
information-sharing in a timely and strategic fashion even prior to 
Russia’s invasion.

Considering the volatility of the geostrategic environment, 
the US and Japan’s strategic planning should begin to consider 
possible hotspots where cyber warfare could erupt. This can 
include Taiwan, China, Singapore, Guam, Hawaii, Indonesia, the 
Philippines, Southeast Asia, the Baltics, and Latin America.

Unpacking the Implications of Generative AI on 
Cybersecurity

Generative AI (Gen AI) will usher in new forms of 
vulnerabilities like malware and social engineering tactics as well 
as the proliferation of deepfakes. Such breakthroughs have the 
potential to erode trust among societies. Strategic competitors can 
leverage Gen AI to conduct surveillance and use deepfakes for 
disinformation campaigns.

Apart from driving innovation, states are also competing with 
the private sector in setting AI guardrails. Silicon Valley-based 
companies like Microsoft, Google, Apple, Meta, and Amazon 
are actively integrating and exploring generative AI in their 
respective business models while also setting the global agenda on 
AI governance. In such a dynamic, advancing innovation while 
establishing regulatory coherence will be a major challenge. It 
raises a host of issues from interoperability to security that will 
shape the development of AI-enabled technologies, with military 
and non-military applications. 
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In addition to developing advanced data-driven analytics and 
machine-learning models, semiconductors are taking center stage 
in the current Gen AI race. NVIDIA and Taiwan Semiconductor 
Company are investing heavily in research and development 
and setting up factories in the US, Asia, and Europe to develop 
the next generation of AI chips. While they could benefit from 
the subsidies from the CHIPS and Science Act, semiconductor 
companies have yet to find a feasible solution to buffer the impact 
of the US and Japan’s evolving export control regulations. 

With the current Gen AI boom, job displacement will be a 
critical issue for the US and Japan. To remain competitive, there 
is an urgent need to review and revise educational curriculums 
fit for the digital economic era. As Gen AI paves the way toward 
general-purpose AI, social science will be critical in redefining 
human-machine interaction. Rather than focusing on narrow 
skill sets skewed toward Science, Technology, Engineering, and 
Mathematics, arts and humanities will play an important role in 
producing a well-rounded workforce and professionals that are 
analytical and adaptative but also creative.
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Building Collective 
Cyber Defense and 
Resilience through 
Persistence
Emily  Goldman, Ph.D.

Cyber Realities and Strategic Convergence 

Most malign state-sponsored cyber behavior consists of 
non-violent operations below the level of armed conflict. When 
translated into coherent campaigns, their potential and purpose is 
to gain or sustain a strategic advantage or to erode an opponent’s 
sources and instruments of national power. In some cases, this 
activity performs double duty by helping to set conditions for a 
state or coalition to prevail in a future militarized crisis or armed 
conflict. 

Such operations and campaigns have shaped the evolving 
US strategic approach to this cyberspace reality. In 2018, spurred 
by past strategic losses, a series of policy and legal changes 
empowered US cyber military forces to operate with greater 
latitude and push back against cyberspace aggression below armed 
conflict. Between 2018 and 2022, experience gained through 
operating in day-to-day competition matured the US thought and 
practice, and these ideas gained traction in the US and abroad. 
The run-up to Russia’s invasion of Ukraine in late 2021 continued 
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maturing US thought, and practice based on the insight that 
successful contingency operations begin with cyber campaigning 
in competition.

Throughout this evolution, the role of allies and partners 
has proven to be essential. The challenge for the US and its 
democratic allies and partners now is to bring their tools, 
insights, and experience to bear in a coordinated and collective 
fashion that thwarts the strategically impactful activity of rival 
states below armed conflict and that sets conditions to deter and 
prevail should a crisis or armed conflict arise. Collective efforts 
require a healthy appreciation for distinct state approaches, 
shaped as they naturally are by domestic politics, national 
legal systems, cultural attitudes, geopolitical situations, and 
interpretations of international law. These differences exist within 
a common reality: cyberspace is an interconnected and contested 
strategic environment, which allows continuous exploitation of 
vulnerabilities for cumulative advantage. This common context 
is fostering a convergence in perspective between the US and its 
partners—however incrementally—toward operating proactively 
and persistently.1

Origins and Evolution of the US Approach

The technologies of global networked computing and 
ubiquitous access that underpin the cyber strategic environment 
create a structural interconnectedness that places friends and 
foes in a condition of constant contact.2 Cyberspace is at once 
micro-vulnerable (or inherently vulnerable to exploitation) and 
macro-resilient (or systemically stable). Together these qualities 
of cyberspace allow aggressive regimes and actors to continuously 
exploit opportunities made available through interconnectedness. 
There is always some entity somewhere seeking to exploit cyber 
vulnerabilities to gain advantage. Cumulatively those gains 
can rise to a level that is strategically consequential. All this 



• 27

activity occurs without the threat or use of kinetic capabilities. 
Cyberspace enables winning without coercing or fighting. 

The US policy community recognized how cyberspace 
campaigns below armed conflict were cumulatively leading to 
strategic losses for the nation. That realization has increased 
with time. Theft of intellectual property at scale has degraded 
competitive advantage and economic power. Theft of military 
R&D and (more recently) supply chain disruption and 
manipulation threaten US military advantage. Cyber-enabled 
information and influence operations eroded US political 
influence by undermining social cohesion and alliance solidarity, 
delegitimizing democratic institutions, and casting doubt on 
election outcomes.

A doctrine of self-restraint, coupled with the threat to 
respond once attacked (e.g., deterrence) was not working. Most 
adversary activity ensued unchallenged because discrete incidents 
rarely rise to a level that warrants a timely response. As a result, 
adversaries are further emboldened to operate with near-
impunity, reaping the cumulative gains of their cyber aggression. 

The US approach to cyberspace is shaped by domestic 
politics and operational experience. 2018 was a watershed year. 
The US Department of Defense published its Defend Forward 
strategy.3 Commander ADM Mike Rogers signed the US Cyber 
Command Vision, Achieve and Maintain Cyberspace Superiority, 
introducing the concept of Persistent Engagement.4 The 2019 
National Defense Authorization Act defined operations in 
cyberspace as a traditional military activity exempt from the 
approval and oversight procedures applicable to covert actions. 
Finally, a new Presidential policy delegated more authorities to 
DOD for cyberspace operations. A new operational approach for 
military cyberspace forces coupled with the legal authorities and 
political guidance to implement that approach was in place.



28 •

Both Defend Forward and Persistent Engagement aligned 
security efforts to the nature of the cyberspace strategic 
environment by complementing the deterrence of significant 
cyberattacks with persistence and resilience in the face of 
cyberspace campaigns short of armed conflict. Persistent 
Engagement addresses the mismatch between threat and response 
with a set of principles and operating concepts that guide how US 
Cyber Command employs its forces in competition, crisis, and 
armed conflict. Persistent Engagement emphasizes competing 
with adversaries now, continuously, and proactively; enabling 
domestic and foreign partners; and acting in and through 
cyberspace to seize and maintain initiative across the competition 
continuum. 

At its core, Persistent Engagement means continuously 
seeking initiative to set the conditions of security and the terms 
of competition in one’s favor; anticipating what vulnerabilities 
competitors plan to exploit and how they may do so; and adapting 
before they can be weaponized or exploited, rather than reacting 
to what has occurred. Rather than waiting for something to 
happen, the Command is always operating outside the United 
States to identify adversary tools, hackers, infrastructure, and 
malware. A key element in this approach is sharing information, 
tradecraft, signatures, and indicators with the private sector to 
scale cybersecurity efforts.

Persistent Engagement also broadens the aperture from 
wartime planning and execution to include confronting 
continuous, widespread adversary cyberspace campaigns 
calibrated to remain below the level of armed conflict, yet which 
cumulatively result in strategic gains. The purpose is not to 
deter malicious cyber activity (because in cyberspace there is a 
structural imperative to act), but to render the opponent unable to 
succeed.
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As military cyberspace forces began operating with greater 
latitude, insights from operational experience suggested the 
Command was on the right track with its pivot from a “response” 
force to a “persistence” force. New ideas were first put to the 
test as part of the USG’s efforts to protect the 2018 midterm 
elections from Russian interference and influence. These 
operations showed that the US could defend elections and disrupt 
cyber activities aimed at interfering with them without causing 
escalation to armed conflict. Operations included cyber effects 
disrupting Russian actors’ use of cyber capabilities to undermine 
the elections. For the first time, defensive cyber teams were sent 
abroad (with host country permission) to hunt for adversary 
activity on foreign networks that could harm the US homeland. By 
going where adversaries were operating, cyber teams discovered 
new activity, alerted foreign partners and helped secure their 
networks, and shared information directly with industry so they 
could develop mitigations.

Subsequent “hunt forward” missions matured doctrine in 
unanticipated ways. Initiated in support of the broad, interagency 
effort to defend elections against foreign interference and 
influence, these intelligence-driven, partner-requested operations 
illuminated what malicious cyber actors are doing globally. 
Insights shared with domestic and foreign partners to harden 
infrastructure increased operational costs for adversaries by 
exposing their activities and tools—taking time, money, and 
access away from them. These missions have grown in importance 
and impact – enabling new cybersecurity partnerships, increasing 
infrastructure resiliency, and gaining new insights. When cyber 
forces hunt forward on partner networks at home and abroad, 
tip industry, publicize malign activity, and expose malware, they 
preclude options, reduce attack vectors, and deny terrain to 
malicious actors. They also assure allies and partners; build and 
strengthen partnerships; and bolster defense of critical US, allied 
and partner networks. 



30 •

Operations in support of US national security objectives in 
Ukraine have advanced understanding of the role of cyberspace 
capabilities in crisis and conflict. Successful contingency 
operations begin with persistent engagement--or in the language 
of the US 2022 National Defense Strategy, “campaigning”--in 
competition.5 Campaigning generates insights, opportunities, 
and options to constrain adversary freedom of maneuver and 
deny them leverage in crisis and conflict. Experience also 
revealed the power of information exposure and the vital need to 
secure partner networks for intelligence sharing before a crisis. 
Campaigning now and continuously in and through cyberspace 
can thus reduce strategic loss in competition and set conditions to 
deter and prevail in crisis and conflict. 

Experience is further helping the Command articulate 
the value proposition of cyberspace operational activities. 
Conventional military assessment methodology evaluates 
success and failure in terms of whether cyber operations produce 
independent decisive results in conflict, as a substitute for kinetic 
effects. Operations and activities in support of US government 
goals in the Russia-Ukraine conflict, however, revealed how the 
value of cyberspace activities and operations is more usefully 
understood in terms of cumulative impact on the adversary and 
enduring advantage for the US and its coalition partners. Impact 
need not be immediate. Time is a critical variable and cyber 
activities and operations can be a corrosive accelerant through 
cumulative impact over time. In the context of an adversary 
pursuing an attrition doctrine, persistent erosion of trust, 
efficiency, and capability matters. Linked through campaigning, 
even small changes can have an amplified impact on who holds 
the initiative.

Military cyber operations and campaigns typically also 
include a range of activities that enable interagency partner 
objectives and activities and advance broader strategic goals 
of the nation.  For instance, they enable demarches, amplify 
sanctions, inform Rewards for Justice (a US Department of 
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State program that offers rewards for information that protects 
American lives and furthers US national security objectives), 
and facilitate indictments and arrests. The default assessment of 
cyber value in terms of independent decisive strategic outcomes 
in conflict is deceptive because it equates strategic decisiveness 
and strategic utility. Cyber operations and campaigns may not 
be independently strategically decisive in conflict, but they 
have strategic utility when they contribute directly or indirectly 
to outcomes. Treating cyber capabilities as independent from 
(or as substitute for) conventional capabilities in conflict and 
crisis may be intellectually interesting but operationally and 
strategically immaterial. Cyber strategic utility rests in proactive 
use in competition to stabilize and advance interests, while 
simultaneously setting conditions for management of potential 
crisis or conflict in the future.

US-Japan Partnership Opportunities

Working with allies and partners is a key element in US 
defense, military, and cyber strategies. The Department of Defense 
recognizes that the United States’ global network of allies and 
partners represents a foundational advantage in the cyber domain 
that must be protected and reinforced.6 States have different 
methodologies, risk appetites, legal interpretations, approval 
processes, and timelines. These can complicate collective efforts 
if not recognized and accounted for. An attainable goal is to 
achieve complementary proactive strategies aligned with states’ 
opportunities and constraints. This means focusing first on where 
there is overlap and alignment. For the US and Japan, there appears 
to be a common understanding of the cyber strategic environment 
and the adoption of a persistent, campaigning mindset.

 
Japan’s National Security Strategy (December 2022) and 

National Defense Strategy (December 16, 2022) independently 
endorsed “active cyber defense” to eliminate “in advance the 
possibility of serious cyberattacks that may cause national security 
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concerns…”. Active cyber defense calls for closer collaboration 
with the private sector to share information and detect malicious 
behavior. Implementation requires legislative changes to expand 
authorities and capabilities to detect, penetrate, and then disrupt 
or neutralize malicious activity in advance—to include the 
authority to “penetrate and neutralize attacker’s servers and 
others in advance to the extent possible.”7 Under current laws, 
such measures may be triggered only after an emergency or 
military attack. Under active defense, the roles and missions of 
the military establishment would expand, although whether that 
aligns with the US Defend Forward strategy remains to be seen. 
Active cyber defense represents a shift toward a more proactive 
and anticipatory approach to the realities of cyberspace.8 As such, 
it aligns with the underlying logic of Persistent Engagement.9

The US and Japan can build upon their converging approaches 
to advance collective cyber defense and resilience through 
persistence. Adapting the roles and missions of military cyber 
forces allows both states to scale up their whole of nation efforts for 
agile collaboration and continuous pressure against adversary cyber 
and cyber-enabled campaigns below armed conflict. 

Several avenues for further development seem promising. 
First, “cybersecurity foundations” development focuses on capacity 
building to better secure, operate, and defend networks.  Second, 
securing networks for information and intelligence sharing is 
critical to enable common defense and interoperability. These 
efforts must precede crisis and conflict to fortify mission partner 
environments and set the conditions for successful contingency 
operations. They are prerequisites for “cyberspace operations” 
development with its focus on combined cyber campaigns. Finally, 
steps that reduce obstacles to partnership should be pursued 
wherever possible, such as sanitizing intelligence and lowering 
classifications to enable sharing. 
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Above all, proactively looking for and contesting threats 
requires trust and common understanding within and across 
governments, societies, and states. The wider embrace of 
Persistent Engagement-like approaches, tailored to respective 
interests, conditions, and authorities of states is a positive step 
toward increasing the scale, initiative, and strategic coherence 
needed to compete against an ambitious well-resourced adversary 
with a clear strategy and well-defined end-state.

The views expressed in this article are those of the author and do not reflect 
official positions of the Department of Defense or any U.S. government 
entity.
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Cybersecurity cooperation has become more important 
than ever in Japan and the United States from the perspective 
of economic and national security. The two allies share 
concerns over cyber espionage and sabotage. Cyber espionage 
sometimes can be a precursor to destruction or disruption 
to steal information. As the world has become more reliant 
on information and communication technologies (ICTs), 
cybersecurity is now crucial not only for economic prosperity 
but also for international security. Japan and the US have shown 
strong resolve to fortify their cybersecurity cooperation with key 
initiatives on the horizon—ransomware, critical infrastructure 
protection, and cyber threat intelligence—to cope with the 
changing cyber threat landscape. 

Japan-U.S. 
Cybersecurity 
Cooperation to 
Address Murky
Waters in the 
Indo-Pacific
Mihoko Matsubara
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Ransomware Initiative

The ransomware attack on Colonial Pipeline in May 2021 
was a wake-up call to policymakers that a financially motivated 
criminal group can disrupt economic or national security with 
a supply chain attack on a single organization. The U.S. major 
energy firm ended up suspending its fuel supplies for six days10.  

In July 2023, the Port of Nagoya—the largest cargo 
throughput in Japan—was hit with a ransomware attack, that 
interrupted its shipping operations for almost two days. The 
incident also forced Toyota Motor to stop its shipments of auto 
parts at four distribution centers for one day.11 Despite this, the 
Port of Nagoya quickly restored its data and restarted its business 
operations in only two days. This is a major feat considering 
that the average downtime of ransomware attacks is 25 days.12 
Nevertheless, the increasing frequency of such cyberattacks 
further stressed the importance of cyber resilience in ensuring 
business continuity and minimizing domino effects given the high 
interdependence in the commercial sector. 

In response to the alarming disruptions caused by major 
cyberattacks, the U.S. government convened virtually the Counter 
Ransomware Initiative meeting involving 30 allies and like-minded 
countries including Japan in October 2021.13 From October 2022 
to November 2022, the group met in person to tackle collective 
resilience and disrupt ransomware operations.14  

Japan has already started to contribute to this international 
effort by sharing actionable intelligence. In May 2023, the U.S. 
Department of Justice highlighted the Japanese National Police 
Agency’s valuable assistance that led to the two indictments of 
Mikhail Pavlovich Matveev, a Russian national, who conducted 
ransomware attacks against critical infrastructure in the United 
States.15 While the detailed nature of cooperation was not provided 
due in large part to maintaining the confidentiality of future 
criminal investigation and intelligence collection, this indictment 
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showcases the importance of closer Japan-U.S. law-enforcement 
cooperation on ransomware to hold perpetrators accountable and 
disrupt their operations.

Critical Infrastructure Protection

The resiliency and protection of critical infrastructure are 
essential for security and stability, in the Indo-Pacific region, 
especially given the rising attention to a potential crisis in the 
Taiwan Strait.16 Recent cyber threats may point to an ever-
increasing likelihood of a cross-strait contingency. 

In May 2023, Microsoft warned that since mid-2021, “a state-
sponsored actor based in China” had been targeting “critical 
infrastructure organizations in Guam and elsewhere in the United 
States,” particularly communications and utility. The global ICT 
firm suspects that the end goal of the cyber espionage campaign is 
likely to “disrupt critical communications infrastructure between 
the United States and Asia region during future crises.”17 Obviously, 
as a major U.S. air base and port, Guam will play an important role 
in the US military operations during a potential Taiwan crisis.18 As 
of July 2023, the U.S. government is reportedly involved in threat-
hunting operations for China-made malware within its networks 
of communications, electric power, and water supplies to support 
military bases within and outside the United States. It is believed 
that the malware could delay the deployments of the U.S. Forces in 
the case of contingency.19 

Threat-hunting operations are designed to proactively look 
for potential breaches and delete adversary’s foothold in networks, 
minimize cyberattack damages, and beef up organizational 
resilience. But governments cannot do it alone. International 
public-private partnerships are vital to effectively search and 
counter an adversary’s virtual footsteps in critical infrastructure 
networks based on shared cyber threat intelligence. Japan and 
the United States have been sharing cyber threat intelligence and 
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cybersecurity best practices to protect critical infrastructure sectors 
such as electricity20, finance21, and information technology.22

Recent developments in Japan’s cyber policy landscape might 
further increase its current scope of collaboration with the United 
States. In December 2022, Japan released the National Defense 
Strategy, declaring that the Ministry of Defense and Self-Defense 
Forces (SDF) would begin to “support cybersecurity entities other 
than the SDF” by JFY 2027,23 despite not being the mandate of the 
SDF Law. The new Defense Buildup Program will also support the 
SDF’s potential pursuit of capabilities to conduct threat hunting.24

In addition, interoperable security clearance is key to further 
enhancing cyber threat intelligence-sharing efforts because 
some intelligence can be obtained only by the government 
and certain intelligence such as context information cannot be 
declassified or sanitized. If implemented, this will benefit the 
existing arrangements between the Japanese and US governments 
and critical infrastructure companies. In June 2023, Japanese 
Economic Security Minister Sanae Takaichi expressed her interest 
in submitting a bill to expand security clearance that is similar to 
the US and European systems to advance economic security in 
2024.25 

Without the interoperable security clearance, it would be 
challenging for Japan, the United States, and partner countries 
to fuse different intelligence feeds, obtain a clearer shared 
picture of the cyber threat landscape, and minimize potential 
damages in a timely manner. Understandably, it takes time and 
resources to establish a security clearance system that spans 
governing mechanisms, technology, and sensitive compartmented 
information facilities (SCIFs) to collect, analyze, process, and 
disseminate intelligence feeds. 
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Cyber threat-intelligence-sharing

In parallel with establishing the security clearance system, 
Japan would need to create a platform to quickly share cyber 
threat intelligence among the community of cyber defenders who 
do not necessarily hold a security clearance. Japan may consider 
lessons learned from the U.S. Cybersecurity and Infrastructure 
Security Agency’s Shields Up campaign website. Launched a few 
days prior to Russia’s invasion of Ukraine in February 2022, the 
online portal issues warnings to industry leaders as well as critical 
infrastructure defenders regarding the latest cyber threats and 
mitigation measures.26

Should the Japanese government create a similar resource, 
it will bring valuable insights to government policymakers and 
industry representatives in Japan, the United States, as well as 
like-minded countries. Strategically, the information shared and 
obtained may help improve coordination given the high stakes 
of contingency in the region. Operationally, the online platform 
will be also essential to ensure the continued provision of cyber 
intelligence feeds in a timely fashion.27

   

Conclusion

Evidently, Japan and the United States have made concrete 
progress in cybersecurity cooperation over the past year with 
international efforts like Counter Ransomware Initiative. 
However, the two allies must now shift their focus towards a 
potential regional crisis. Collective resilience will become even 
more important. With the Japanese National Security Strategy 
allowing for threat hunting in critical infrastructure, Japan, and 
the United States will be able to pursue more. An expanded 
cyber threat intelligence arrangement can also be the next step to 
process unclassified and classified information to mitigate threat 
collaboration, especially as companies are increasingly under 
cyberattack.
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U.S. Cyber Diplomacy
in Southeast Asia 
and the Indo-Pacific
Benjamin Bartlett, Ph.D.

 As of now, the U.S. has played a relatively minor role in 
providing cybersecurity capacity-building assistance to Southeast 
Asia. Major efforts to provide capacity-building assistance to 
the region, outside of more globally-focused capacity-building 
projects, began under the Trump administration and have 
been continued and built upon by the Biden administration. 
These efforts appear to be part of a wider strategy to engage 
with Southeast Asia to counter Chinese influence in the region. 
However, cooperative efforts on cybersecurity between the U.S. 
and Southeast Asia are not yet strongly institutionalized, and it 
is unclear whether a new administration will continue to build 
on the Biden administration’s efforts. Also, Japan already plays a 
major role in providing cybersecurity capacity-building assistance 
to the region, it may be better for the U.S. to focus on areas where 
it can provide a unique contribution or that clearly align with its 
new “Persistent Engagement” cyber strategy.
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The first major project the U.S. sponsored in SoutheastAsia 
began in 2016 in cooperation with Singapore. The Singapore-
United States Third Country Training Program (TCTP) 
Cybersecurity Workshops have occurred at least five times since 
then, covering topics such as the development of cybersecurity 
strategies, incident management frameworks, public outreach 
campaigns, and responsible state behavior in cyberspace.28 
The two countries also jointly enacted the U.S.-Singapore 
Cybersecurity Assistance Program in 2019, which provided 
ASEAN member-states with industry perspectives on how to 
raise the capability and maturity of their Computer Emergency 
Response Teams (CERTs).29 Singapore has been a major partner 
for the U.S. when it comes to cybersecurity: In 2021 the two 
countries signed three Memoranda of Understanding (MoUs) 
about enhancing cybersecurity cooperation, building on an earlier 
MoU that had been signed in 2016.30

Other projects in Southeast Asia funded by the U.S. include 
the 2018-2022 Malware Mitigation Assistance program, run by the 
George C. Marshall European Center for Security Studies, which 
educated participants from Indonesia, the Philippines, Thailand, 
and Malaysia about North Korean illicit cyber activities31; the 
United States Trade and Development Agency helped Thailand 
comply with international standards for data protection and 
cybersecurity, which ran in 202132; another project is Building 
Cyber Hygiene Capacity in Thailand, the Philippines, and 
Indonesia, a program run by the Cybersecurity and Infrastructure 
Security Agency in 2023 which invited participants from multiple 
sectors to learn about various cybersecurity-related issues.33 The 
U.S. has also instituted joint programs with Japan and the EU, 
such as the 2018 Japan and U.S. Joint Training for Industrial 
Control Systems Cybersecurity34 and the Japan-U.S.-EU Industrial 
Control Systems Cybersecurity Week for the Indo-Pacific 
Region.35

Gaining Momentum: US-ASEAN Cyber Cooperation
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Although cooperation between the U.S. and Southeast 
Asia on cybersecurity capacity-building is still not heavily 
institutionalized, leaders of the U.S. and ASEAN member-states 
did release a Statement on Cybersecurity Cooperation at the Sixth 
ASEAN-U.S. Summit in November 2018. In this statement, they 
agreed to cooperate to maintain a secure information technology 
(IT) environment and capacity-building. They also reaffirmed the 
applicability of international law to cyberspace36 and established 
the ASEAN-U.S. Cyber Dialogue in 2019. The Dialogue has 
occurred three times, covering topics such as 5G technologies, 
the applicability of international laws and cyber norms, and 
the potential for regional cooperation including cybersecurity 
capacity-building.37,38

Increased cooperation between the U.S. and Southeast Asian 
countries on cybersecurity has coincided with a rising sentiment 
within Washington, D.C. that the U.S. needs to do more to 
counter an increasingly assertive China, as exemplified by the 
elevation of the U.S.-ASEAN relationship to Comprehensive 
Strategic Partnership by the Biden administration in 2022.39 

However, it remains to be seen if future US administrations will 
continue to invest in deeper cooperation with Southeast Asia.

 
A major factor potentially hindering U.S. cybersecurity 

cooperation among potential and current partners in Southeast 
Asia and the wider Indo-Pacific (except for Australia) is a 
reluctance on the part of the U.S. to share information on cyber 
threats and cyber incidents. This is largely because the U.S. is 
worried that its partners would leak the shared information, 
which in the worst case scenario could reveal U.S. sources and its 
methodologies among its adversaries.40 But despite the potential 
risk of leakage, the US should still find ways to share information. 
This include sanitizing information in a manner that makes the 
revelation of sources and methods less likely. Additionally, the US 
must also provide clear guidelines among partners and allies to 
protect the shared information. 
 



46 •

 
Along with cybersecurity cooperation, the U.S. is also 

trying to limit the influence and spread of Chinese technology 
in Southeast Asia and the wider Indo-Pacific through initiatives 
such as the Digital Silk Road. To this end, it has been cooperating 
with its ally and partner Japan. For example, in April 2021, the 
two countries announced the U.S.-Japan Competitiveness and 
Resilience (CoRe) Partnership.41 Under this partnership, the 
U.S. and Japan have agreed to cooperate on a number of issues 
related to digital technologies, such as promoting Open Radio 
Access Network (RAN) for cellular networks, which allows 
for interoperability between cellular equipment from different 
vendors. One major advantage the Chinese supplier Huawei has 
is that it can provide equipment and services across the entire 5G 
protocol stack; by making sure that the equipment of different 
vendors is interoperable, it is easier for non-Chinese firms to 
compete.42  

The U.S. and Japan agreed to develop and promote 
international technical standards both bilaterally and through 
the Quad. International technical standards can influence which 
products will have better opportunities in the international market. 
It also impacts interoperability between different countries’ 
products and services and can create international ethical and 
normative conventions. For these reasons, China has been working 
hard to establish more influence over international technical 
standards-setting in recent years.43

 
The U.S. and Japan also agreed to support quality 

infrastructure development in the Indo-Pacific, which will give 
them opportunities to promote their favored IT infrastructure 
technologies. One way that Japan has competed with China 
when it comes to infrastructure in Southeast Asia is by focusing 

The China Factor in the US-Japan 
Cybersecurity Cooperation 
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on “quality”.44 Given U.S. dominance in areas such as cloud 
computing, there are real opportunities for it to do likewise. 
However, quality is not the only factor that matters. One other 
issue is price: China offers generous financing for its technologies. 
The U.S. is increasingly willing to take steps to counter this by 
providing loans of its own.45 The second, more difficult, challenge 
is that Chinese technologies are often employed as surveillance 
tools which the U.S. and Japan, for normative and ethical reasons, 
are unwilling to offer.46 Unfortunately, surveillance technologies 
are appealing to a number of Southeast Asian governments.

When it comes to countering Chinese influence and building 
cybersecurity capacity in Southeast Asia, the U.S. and Japan could 
benefit from stronger coordination. One difficulty is that IT- and 
cyber-diplomacy are not entirely coordinated within each country. 
Both have bureaucratic organizations pursuing their own IT- and 
cyber-diplomacy-related projects. It would be helpful to have a 
single organization in charge of coordinating these efforts in each 
government, which could then serve as a point of contact for the 
other organizations. For cybersecurity specifically, the obvious 
organizations are the Cybersecurity and Infrastructure Security 
Agency (CISA) in the U.S. and the National center of Incident 
readiness and Strategy for Cybersecurity (NISC)47 in Japan.

Future Areas of Cooperation

Of course, before the two countries can successfully 
cooperate on cyber capacity-building assistance and other forms 
of cyber diplomacy in Southeast Asia or the wider Indo-Pacific, a 
key question that needs to be resolved is how large a role the U.S. 
should play, particularly given that Japan is already heavily active 
in the region. At the very least it would be helpful for the U.S. to 
figure out in what areas it could offer additional value on top of 
Japan’s efforts. 



48 •

More importantly, given the U.S. turn toward a strategy of 
“Persistent Engagement”, where the goal is to anticipate your 
adversaries and make them react to you, it is an open question 
whether these efforts, which are partly reactive and focused on 
responding to Chinese actions and influence, are the best use of 
American resources. This is not to say that the U.S. should eschew 
cyber cooperation or cyber diplomacy, but instead it may be 
better to adjust the form of cooperation that fits its new overall 
strategy. As a starting point, it may want to explore introducing 
the concept of Hunt Forward Operations among its trusted allies 
in the region.
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Artificial Intelligence’s 
Effect on Cyber Security 
and International 
Cooperation: Notes 
for a US-Japan Cyber 
Forum
Andrew J. Lohn

Like most countries, the US and Japan are grappling with 
the increasing scope and scale of cyberattacks. Adding to this 
challenge is how AI is simultaneously changing the cyber threat 
environment. In these tumultuous conditions, analysts can easily 
overstate or misplace risks but equally, there are also many that 
are worth attending to. Some risks are not overstated, and others 
foretell a shifting cyber threat landscape that is not necessarily 
more or less risky but is different in kind, scale, or speed. On the 
defensive side, some AI technologies may be less valuable than 
many hope while others are more promising. This article recounts 
and contextualizes some of the work that the CyberAI project 
has done on these topics as part of the Center for Security and 
Emerging Technology. 
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Disinformation, Phishing, and Scams

Disinformation is now commonly included among cyber 
effects, and the CyberAI project has been studying it since our 
inception in 2019. We were granted an early opportunity to 
evaluate the ability of large language models to shape public 
opinion.48 We have since studied the kill chain of automated 
disinformation, ways to mitigate its effects, ways to detect 
inauthentic content, and various other aspects of the threat.49

The threat is substantial. Language models can generate 
convincing text, especially when paired with human editors 
or filters who can quickly select promising outputs or tweak 
them to stay on message or remove incriminating errors or 
omissions. And the outputs can be extremely difficult to detect 
as inauthentic. But this does not necessarily imply a future 
of discourse that is written by malicious chatbots. Scaling up 
disinformation campaigns requires much more than simply 
writing more content. It requires an infrastructure of inauthentic 
accounts that often include inauthentic emails and possibly credit 
card numbers. It requires networks of servers, often through 
several countries, to communicate with those accounts in ways 
that are difficult to trace back to the source. It requires effort and 
maintenance which may be difficult to justify at times given how 
effective the old-fashioned human-driven operations already are.

The human-driven component is also a key to understanding 
how these models might affect scams. Examples, such as the fake 
Nigerian Prince who requests money, are notoriously transparent 
and usually filled with grammatical and typographical errors. 
Many observers suggest that language models will turn these 
scams from obvious to compelling, but that view treats the 
grammar and transparency as bugs to remove rather than as 
intentional tactics of the scammers. Since all but the most 
gullible will withdraw before wiring money to a stranger, a more 
convincing message could create more work for scammers.50 That 
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does not apply yet for voice scams. A phone call that uses the AI-
generated voice of a family member, friend, or colleague can fool 
those who are not so gullible, at least for now. It remains to be 
seen if these tricks will become so well-known that they too turn 
to obvious giveaways or if they remain successful as they become 
more renowned.

Phishing is evidence that scams remain effective. With click 
rates around three percent, a large campaign is almost certain 
to compromise at least one victim.51 However, large phishing 
campaigns also have a high likelihood of alerting defenders. 
This suggests that perhaps the value to hackers of AI-generated 
phishing is not so much in increasing the odds of a successful 
intrusion but in decreasing the odds of alerting defenders. In that 
case, AI might actually shrink the number of phishing messages 
being sent. 

Alternatively, the value may lie in compromising high-value 
targets. For spear-phising, there’s only a small benefit from AI-
generations because a handful of spear-phishing messages are 
easy enough to write by hand. But there might be a benefit in 
being able to spear-phish many different organizations. In that 
sense, AI-generations might increase the volume of carefully 
crafted messages directed at high-value accounts across the 
internet.   

Malware Generation and Hacking

Beyond the initial foothold that phishing might provide, 
AI generations might play an important role in the subsequent 
operation. AI is capable of writing components of software, 
and since malware is just software, it can help write malware.52 
Presently, AI code generation systems do not seem to be adept 
at writing complete malware from start to finish except perhaps 
for the most common exploits where complete code is already a 
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simple internet search away. Still, it has likely decreased the time 
for new malware development.

But like phishing emails, writing malware is usually just 
one step in a larger operation. These operations take many steps 
and use many tools that are already highly automated. Once a 
hacker reaches a computer or device, they may use a tool to scan 
for nearby targets and another to search through directories and 
folders and a third to test billions of possible passwords. The 
human largely guides the process and selects the correct tools and 
settings. AI may also be able to help select and run those tools, 
but our initial tests suggest it is not yet as adept as some might 
fear.53

Defensive Coding

Just as generative AI can be used to help write malware, it 
is easy to imagine it being used to write the updates and patches 
that are needed to block malware. But that technology could 
only provide limited progress at best because patch writing is 
already relatively efficient. Defenders already know about the 
vulnerabilities and produce patches before they’re announced 
about eighty percent of the time. For the remaining twenty 
percent of vulnerabilities too, patches come quickly. Eighty 
percent of those have a patch within the first two months. The 
delay is not so much in creating patches, it comes mainly in 
adopting those patches.54

With that in mind, there is an opportunity for AI to help 
defenders test their patches to understand which ones are 
most critical to apply. The defenders also need to understand 
the risk that updates may interfere with normal operations. 
Administrators are often reluctant to apply patches that are 
available because updates can require downtime or resets, or 
because updates may change how software that seems to be 



• 55

working will operate. These are more challenging problems for AI 
to help solve, but addressing these challenges could provide more 
benefit than automating patch writers. 

Defending with AI Beyond Detection

Deciding which patches to apply at any given time, or 
deciding when and how to change configurations more generally, 
is like a strategic multimove game that defenders play against 
attackers. Generative AI may become adept at game playing, 
but a different type of AI has been the most promising to date. 
Reinforcement Learning (RL) is an approach that lets a digital 
agent try to achieve some goals in what is usually a simulated 
environment. The agent chooses an action and receives some 
small reward or punishment based on how well that action 
progresses the agent toward achieving its goal. This is very similar 
to how humans learn, but it is also the technique that has created 
the best Chess and Go playing programs in the world.

Until very recently, RL was almost never applied to cyber 
problems, but that is changing.55 Led mostly by the Defense and 
Intelligence arms of the Five Eyes and NATO countries, there are 
now several highly configurable cyber training environments. 
Several of these training gyms are openly available to download, 
and one of them, named CybORG, has been used to run a series 
of competitions with international entrants.56

These efforts to develop agents that can not only detect 
threats but that can also act quickly to reconfigure aspects of 
the network or devices are still in their early days. The networks 
being tested are still small and so are the number of variables the 
agents observe and the number of actions they can take. It is not 
clear how capable these agents can become but there is plenty of 
room for further improvement. The agents that have been trained 
to this point are still tiny compared to the state of the art AI 
systems in other domains.
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Opportunities for International Collaboration

This context provides several opportunities for the US and 
Japan, as well as other international allies, to work together. 
As a start, there is much research to be done in applying AI 
for defense. Autonomous patch writing can still provide some 
benefit, but getting those patches into vulnerable networks faster 
would be even more beneficial. Beyond patches, autonomous 
controls that can reliably and quickly determine which 
configurations to change, which digital processes to kill, or which 
devices to isolate could be valuable. Along those lines, Japanese 
efforts to contribute to the early work being done on RL for 
autonomous cyber defenses would almost certainly be welcomed 
by other international partners and allies.

With an eye toward attackers, the US and Japan have many 
shared adversaries. If AI does increase the scale of the threat then 
it also increases the opportunity for information sharing and 
collaborative threat hunting. Increased scale of attacks usually 
requires increased scale of infrastructure such as covert identities 
and botnets of co opted devices, and the attacker often needs 
these to extend through allied countries. This infrastructure can 
provide clues to pass between nations and can also provide the 
breadcrumbs that lead back to the attackers’ origins, where they 
can be more thoroughly defanged. While AI certainly introduces 
new threats, it may also introduce more opportunities for defense 
and for increased coordination among allies.

The views expressed are the author’s own personal views and 
do not necessarily reflect the views of the White House or the 
Administration.
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Generative AI’s Impact 
on Cybersecurity and 
US-Japan Cooperation
Mina Takazawa

Introduction

The landscape of cybersecurity is rapidly evolving, driven by 
the ever-expanding capabilities of technology. In this age of digital 
transformation, one technological advancement that has captured 
significant attention is Generative Artificial Intelligence (AI). Its 
potential impact on cybersecurity is profound, presenting both 
opportunities and challenges that warrant careful consideration. 
Furthermore, as the global community grapples with cyber 
threats, it becomes imperative for nations to cooperate and 
formulate effective strategies to harness the power of Generative 
AI for enhancing cybersecurity. This article explores the concerns 
surrounding Generative AI’s impact on cybersecurity, delves into 
ways to leverage its potential for cyber defense, and emphasizes 
the significance of US-Japan cooperation in establishing a robust 
cybersecurity framework.
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Concerns Looming Over Possible Impact of 
Generative AI on Cybersecurity

Generative AI, an innovation that has demonstrated 
remarkable capabilities in creative tasks such as image and text 
generation, holds the potential to revolutionize multiple domains. 
However, concerns are emerging regarding its potential negative 
impact on cybersecurity. Currently, the full sophistication of 
cyber-attacks leveraging Generative AI has not been realized, but 
the threat is real. Already, instances of propaganda and influence 
operations utilizing AI-generated content have been observed, 
signaling the need for proactive measures57.   

 
The ability of Generative AI to craft convincing fake content, 

such as news articles and social media posts, poses a significant 
risk to public trust and information integrity. Considering that 
global consensus to regulate generative AI, let alone AI, has yet to 
be created, there are no international guidelines that can prohibit 
Generative AI from being weaponized to pursue certain political 
or personal goals at the expense of maintaining social cohesion. 

Disinformation and foreign influence operations have always 
been a threat to the information ecosystem throughout human 
history. However, the advent of Generative AI can vastly increase 
the scope, scale, and efficiency of malicious disinformation and 
misinformation campaigns that tarnish the global information 
ecosystem. Such malicious online operations have the potential 
to manipulate public perception, influence elections, and sow 
social discord at large. As the utilization of Generative AI in such 
operations becomes more sophisticated, the urgency to address its 
potential challenges is warranted.

Now more than ever developers of big foundational models 
such as the Large Language Model (LLM) should uphold high 
standards of responsible AI and ensure its application. 
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Data scientists and AI engineers must translate responsible 
AI standards into practice throughout the lifecycle of AI systems 
to develop appropriate guardrails against unintended or malicious 
uses. In such a best-case scenario, Generative AI systems could 
not be exploited by cyber criminals.

Leveraging Generative AI for the Sake of Cyber 
Defenders

While concerns surrounding Generative AI are legitimate, it 
is important to recognize that it can also be a powerful tool in the 
hands of cyber defenders. 

There has long been a perception that attackers possess 
the agility advantage. Adversaries with novel attack techniques 
typically enjoy a comfortable head-start before they are 
conclusively detected. But AI has the potential to swing the agility 
pendulum back in favor of defenders.58 One of its significant 
advantages lies in its capacity to process, contextualize, and 
analyze vast amounts of security-related data much faster than 
a big team of security professionals can ever do. It could even 
propose possible options for remediation. This ability empowers 
organizations to rapidly identify potential threats, vulnerabilities, 
and anomalies, detect security incidents, and conduct effective 
investigations with speed thus giving defenders the ability to 
deny attackers their agility advantage. If we train and inform our 
Generative AI properly for security purposes, it could drastically 
reduce the time required to counter attacks by assisting cyber 
professionals throughout their investigation processes, enhancing 
the overall cybersecurity posture.

Another opportunity that Generative AI could bring about 
is its possibility to address the shortage of skilled cybersecurity 
professionals. The cybersecurity industry is grappling with 
a widening talent gap. By 2025, there will be 3.5 million 
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cybersecurity jobs open globally, representing a 350% increase 
over an eight-year59. Generative AI can contribute to bridging 
this divide. By facilitating the education and training of entry-
level professionals through simulations and practical scenarios, 
Generative AI can expand the pool of capable cyber defenders. 
Highly capable cyber professionals will be released from drudgery 
or repetitive work and be able to focus on the most important jobs 
that require human ingenuity.

Making Generative AI Work through US-Japan 
Cooperation

The global nature of cyber threats necessitates international 
collaboration, and the partnership between the United States and 
Japan holds promise in addressing these challenges. As Japan 
recently revised its NSS that stipulated the Japanese government’s 
determination to strengthen its cybersecurity capabilities, the 
time is ripe for enhanced US-Japan bilateral cooperation in this 
new strategic sphere. Given the possible impact of Generative 
AI which is expected to span a wide range of our economic and 
social life aspects, let alone cybersecurity, US-Japan bilateral 
cooperation should also consider Generative AI’s impact, rather 
than solely focus on the AI-cybersecurity nexus. 

First, the US and Japanese governments should jointly 
promote responsible AI practices to protect advanced Generative 
AI technologies from malicious cyber actors. As big foundational 
models such LLM necessitate huge computing, engineering, 
and financial resources, it would be difficult for malicious actors 
themselves to develop their own. Because timing is crucial, the two 
allies should start developing effective guardrails against malicious 
actors. In the United States, initiatives such as White House 
voluntary commitments for responsible AI [White House, 2023], 
and the National Institute of Standards and Technology (NIST) 
Risk Management Framework (RMF) have laid the foundation for 
responsible AI governance. Likewise, Japan’s Liberal Democratic 
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Party is leading efforts to promote responsible AI adoption. 
The Japanese government is expected to release its revised AI 
guidelines, aimed at incorporating Generative AI’s implications 
by the end of the year 202360. However, given the rapidly evolving 
landscape of AI, the US and Japan should streamline and promote 
responsible AI practices across different sectors and players, 
particularly throughout the Generative AI development and 
deployment lifecycle.

     
Second, the US and Japan should also ensure coherence 

and interoperability in their regulatory and policy frameworks 
governing AI. The importance of regulatory and policy coherence 
and interoperability cannot be overestimated given the inherently 
global nature of AI technologies and the considerable barriers to 
innovation posed by fragmented regulatory frameworks among 
nations. 

Also, to ensure that everyone can benefit from AI in a 
responsible way, societies around the world should develop, 
share, and access AI technologies. Ensuring coherence and 
interoperability across jurisdictions should be at the core. During 
its G7 chairmanship, Japan has undertaken the Hiroshima AI 
Process to ensure policy and regulatory coherence between 
member countries. This effort could serve as an important first 
step toward international regulatory interoperability and hopefully 
spark a more coherent global governance system. Fundamentally, 
this will be critically important to harness the power of AI while 
minimizing possible harms and risks across the globe. 

On the development of global norms governing AI, OECD’s 
foundational frameworks for responsible AI may provide useful 
insights. The US and Japan could cross-reference existing 
frameworks to further share best practices, and foster policy 
coherence and regulatory interoperability in the realm of 
Generative AI.
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Third, the significance of public-private partnerships cannot 
be overstated in shaping the regulatory landscape of Generative 
AI in cybersecurity. Given the dynamic and evolving nature of 
technology, collaboration between governments and private 
sector entities is essential for regulations, standards, and protocols 
to keep pace with rapid technological development. In this regard, 
NIST’s AI Risk Management Framework was developed through 
a consensus-driven and transparent process involving work by 
government agencies, civil society organizations, and several 
technology leaders61. The Framework provides a useful model 
borne out of public-private partnerships that other governments 
including Japan could leverage. The Japanese government also 
states the importance of “agile governance”, which emphasizes the 
need for public-private partnership in forming regulations against 
the backdrop of today’s rapid technological changes, in their draft 
skeleton of new AI guidelines. The Japanese government should 
grab this AI moment to innovate Japan’s traditional regulatory 
process into a process that involves continuous and two-way 
communications between public and private sectors.

Fourth, both governments need to be cognizant of the 
fact that cloud adoption will be the key and prerequisite for 
strengthened cybersecurity cooperation in the new AI era. 
Lessons learned from the first days of the Russian invasion of 
Ukraine revealed that the Russian missiles first targeted the 
Ukrainian government’s data center. Ukraine had passed laws to 
allow government data to move to the cloud only about one week 
before the attack. After 18 months into the war, the Ukrainian 
government continues to function regardless of relentless 
cyberattacks by Russian actors because of the cloud. 

This means that data is far more secure in the cloud than 
on-premise, and even more so with the advent of AI when 
cybersecurity posture needs to be upgraded and enhanced 
at machine speed. As the next steps, the US and Japanese 
governments could collaborate for accelerated cloud adoption for 
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strengthened cybersecurity. Considering the breadth and depth of 
this issue, they can first start with strategically important sectors 
such as critical infrastructure operators by helping them move to 
the cloud. 
 

Conclusion

In the age of Generative AI, technology, policy, and 
international cooperation is paramount for effective 
cybersecurity. While concerns persist, the potential benefits of 
Generative AI in bolstering cyber defense are also significant. 
The collaboration between the United States and Japan serves 
as an exemplar of international cooperation, highlighting the 
importance of working together to address the challenges posed 
by Generative AI in cybersecurity.  As we stand at the crossroads 
of technological innovation, the path forward lies in harnessing 
the potential of Generative AI while remaining vigilant against its 
risks.

*The views and opinions expressed in this article are solely those of the 
author and do not necessarily reflect the official policy or position of 
Microsoft Corporation, its affiliates, or any other organizations mentioned. 
Microsoft Japan and the author are not responsible for any errors, 
omissions, or inaccuracies in the content, nor for any consequences arising 
from the use of the information provided in this article.
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